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A B S T R A C T

The majority of algorithms used for data imputation are based on latent variable methods. The presence of
outliers in process data, however, misleads the latent relations among variables, resulting in an inaccurate
estimation of missing values. This article proposes an approach for automatically detecting outliers using 𝑇 2

and 𝑄 contributions and estimating missing data using various general-purpose algorithms while reducing the
impact of outliers. The software is validated using biomanufacturing data from the production of a monoclonal
antibody produced by Chinese hamster ovary cells in a perfusion bioreactor for five missingness cases including
missing completely at random, sensor drop-out, multi-rate, patterned, and censoring. Based on the normalized
root mean squared error and the three proposed metrics corresponding to feasibility, plausibility, and rapidity,
respectively, matrix completion methods are the most effective, except for the censoring case in which
probabilistic principal component analysis-based methods are the most effective.
1. Introduction

Most process datasets contain missing values, especially in bioman-
ufacturing where multiple sensors are used to monitor a complex,
dynamic system. The common missingness patterns in process data
are (1) random missingness, which exhibits no explicit pattern, (2)
sensor drop-out, in which the missing values are correlated in time,
(3) multi-rate, in which the missingness happens periodically, and (4)
censoring, in which there exist the thresholds for censoring so that the
measurements outside the range are not recorded (Imtiaz and Shah,
2008; Severson et al., 2017).

The presence of missing values inhibits the use of data in process
odeling (Nelson et al., 1996; Bridewell et al., 2006), analysis (Imtiaz

nd Shah, 2008; Zhu et al., 2018), and control (Arteaga and Ferrer,
002). The simplest way to deal with the missingness is to only consider
he observations with full measurements. Removing observations, how-
ver, can cause significant data loss in the specific time period when the
issing values are agglomerated, which makes capturing the process
ynamics challenging.

∗ Correspondence to: Department of Chemical Engineering, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Room
E19-551, Cambridge, MA 02139, United States of America.

E-mail address: braatz@mit.edu (R.D. Braatz).

Several studies have explored the use of the expectation–maximiz-
ation (EM) algorithm to fill in missing data points (Isaksson, 1993;
Shumway and Stoffer, 2000; Raghavan et al., 2006; Gopaluni, 2010;
Barazandegan et al., 2015). Severson et al. (2017) reviewed ten general-
purpose imputation algorithms that are based on principal component
analysis (PCA) and conducted case studies on the synthetic Gaussian
data and the Tennessee Eastman problem. These imputation algorithms,
however, are vulnerable to outliers (Stevens, 1984; Bollen, 1987; Pison
et al., 2003; Mavridis and Moustaki, 2008). Not removing the outliers
before filling in missing values emphasizes the effect of outliers and
degrades the accuracy and reliability of results obtained by subsequent
data analytics. There are also several studies on fault detection in the
presence of outliers and missing data (Li et al., 2000; Fan et al., 2021).
However, the objective of these studies was more focused on detecting
observation-wise faults rather than cleaning the dataset element-wise
so that the data points in the cleaned dataset are as close to the true
values as possible.

Closely related to this problem, there is an active field called robust
PCA (RPCA) which aims to recover the matrix while assuming that the
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observed values are not necessarily clean (i.e., a portion of elements are
corrupted) (Wright et al., 2009; Lin et al., 2010; Candès et al., 2011;
Chandrasekaran et al., 2011). RPCA approaches were successfully ap-
plied to a wide range of fields such as video surveillance (Candès
et al., 2011; Bouwmans and Zahzah, 2014; Bouwmans et al., 2018),
ace recognition (Candès et al., 2011; Luan et al., 2014; Cao et al.,
019), and motion correction (Hamy et al., 2014; Bie et al., 2019).
owever, as discussed in the review by Vaswani and Narayanamurthy

2018), RPCA-based algorithms assume that the outlier location is
niform random (e.g., principal component pursuit (PCP) from Candès
t al. (2011) and modified-PCP from Zhan and Vaswani (2015)) or
equire that the user select values for heuristic parameters (e.g., AltProj
rom Netrapalli et al. (2014), RPCA-GD from Yi et al. (2016), NO-
MC from Cherapanamjeri et al. (2017), and ReProCS-NORST from Qiu
t al. (2014)). As the outliers do not necessarily appear randomly in
he majority of chemical and biological processes (Fig. 2) and the user
equirement of selection of heuristic parameters reduces automation,

case study on applying the RPCA-based algorithm was moved to
upplementary Material.

In order to find the best way to clean the dataset with outliers and
issing values, this article introduces an approach and software that

utomatically detects outliers, fills in missing values, and evaluates
ach imputation algorithm used for matrix recovery. To the best of
ur knowledge, there has been no software that simultaneously detects
utliers and fills in missing values while reducing the impact of outliers
n an automated way. Section 2 describes the framework of outlier

detection and missing value estimation used in this software. Section 3
demonstrates how the software works using a dataset collected from a
continuous biomanufacturing pilot facility at the Massachusetts Insti-
tute of Technology. The data are from the production of a monoclonal
antibody produced by Chinese hamster ovary cells in a perfusion biore-
actor. Section 4 validates the performance of the software using a subset
of the above dataset for which all of the measurements are available,
followed by the conclusions in Section 5.

2. Methods

This section explains the methods of detecting outliers and filling
in missing values used in this software (Fig. 1). Section 2.1 briefly de-
scribes principal component analysis (PCA), which is the basic method
for the detection of outliers and the estimation of missing values.
Section 2.2 describes three steps used in preprocessing (Step A) – tem-
porary imputation of missing values (Step A-1), outlier detection based
on 𝑇 2 and 𝑄 contributions (Step A-2), and elimination of low-quality
observations (Step A-3). Section 2.3 describes multiple approaches used
n Step B to deal with missing values and explains how to determine
he number of principal components under the presence of missing
alues. Finally, Section 2.4 proposes several metrics for comparing the
erformance of imputation algorithms in Step C.

.1. Introduction to PCA

PCA is a tool that projects a matrix into a lower dimensional
pace that captures most of the variability in the process variables.
he objective of PCA is to model the significant correlations among
ariables while ignoring noise. For a given data matrix 𝐗 ∈ R𝑛×𝑑 , where
is the number of variables and 𝑛 is the number of observations, the

ecomposition used by PCA for the matrix 𝐗 is

= 𝐗𝐏, (1)

here 𝐓 ∈ R𝑛×𝑎 is the score matrix, 𝐏 ∈ R𝑑×𝑎 is the loading matrix
hat maps from principal components to the data, and 𝑎 is the number
f principal components.1 For process data, the matrix 𝐗 is usually

1 The transposed version of the matrix 𝐗 is used in some publications.
2

standardized so that each variable has zero mean and unit norm before
performing PCA (Abdi and Williams, 2010). Then the matrix 𝐗 can
be reconstructed using these score and loading matrices, which are
expressed as

𝐗 = 𝐓𝐏𝖳 + 𝐄 = 𝐗̂ + 𝐄, (2)

where 𝐗̂ ∈ R𝑛×𝑑 is a reconstructed matrix and the matrix 𝐄 ∈ R𝑛×𝑑 is a
reconstruction error.

The 𝑇 2 statistic (Hotelling, 1947), which is a scaled squared 2-norm
of the observation vector 𝐱 ∈ R𝑑×1 from its mean (Chiang et al., 2000),
is a widely used metric to determine whether the observed data is an
outlier. For the given score matrix 𝐓 and the loading matrix 𝐏, the 𝑇 2

statistic of the observation vector 𝐱 is calculated as (Hotelling, 1947)

𝑇 2 = 𝐱𝖳𝐏Σ−2
𝑎 𝐏𝖳𝐱, (3)

where Σ−2
𝑎 ∈ R𝑎×𝑎 is the diagonal matrix whose main diagonal el-

ements are the inverse of 𝜎2𝑘, which is the column-wise variance of
𝐓 (Chiang et al., 2000; Zhu and Braatz, 2014). While the 𝑇 2 statistic
explores the observation space explained by the column space of 𝐏, the
𝑄 statistic explores the residual space of 𝐏 which has the dimension of
𝑑 − 𝑎 (Jackson and Mudholkar, 1979). The 𝑄 statistic is calculated as

𝑄 = 𝐫𝖳𝐫, (4)

where 𝐫 ∈ R𝑑×1 is the residual expressed as (𝐈𝑑 − 𝐏𝐏𝖳)𝐱. Since the 𝑄
statistic is the total sum of variation in the residual space, the main
advantage of using the 𝑄 statistic is that it is not affected by small
singular values that are close to zero (Jackson and Mudholkar, 1979).

2.2. Preprocessing (Step A)

The presence of outliers, which are the values that are far from the
major trend, can result in poor performance in estimating missing val-
ues using PCA, probabilistic PCA (PPCA), or matrix completion-based
algorithms (Stanimirova et al., 2007; Rousseeuw and Hubert, 2011). As
such, those outliers should be identified and removed before applying
imputation algorithms for better accuracy (Chiang et al., 2000). In
this step, the given dataset is preprocessed by detecting outliers and
converting those values into missing values.

2.2.1. Temporary imputation of missing values (Step A-1)
The calculation of 𝑇 2 and 𝑄 statistics requires that the data ma-

trix has no missing values. As such, missing values are temporarily
imputed using interpolation, mean imputation, or the last observed
values, which do not require information on latent relationships among
measurement variables.

For the time series dataset, the interpolation method is recom-
mended as it fills in missing values that capture the dynamic charac-
teristics inside the given data. The mean imputation method dilutes the
dynamic characteristic by replacing every missing value with identical
values, whereas the last observed method emphasizes the weight of
the element observed before a long period of missing, which can result
in a significant bias, including unrealistic step changes in variables. In
contrast, mean imputation is recommended for non-time series datasets
as it treats each observation independently.

2.2.2. Outlier detection based on 𝑇 2 and 𝑄 contributions (Step A-2)
After the temporary imputation in Step A-1, the contributions for

the 𝑇 2 and 𝑄 statistics are calculated for outlier detection. Based on
the expression for the 𝑇 2 contribution and the 𝑄 contribution of 𝑗th
variable on 𝑖th observation (Miller et al., 1998; Chiang et al., 2000),

cont𝑇 2
𝑖𝑗 =

𝑎
∑

𝑘=1

𝑡𝑖𝑘𝑝𝑗𝑘
𝜎2𝑘

𝑥𝑖𝑗 , (5)

cont𝑄𝑖𝑗 =
(

𝑥𝑖𝑗 −
𝑎
∑

𝑡𝑖𝑘𝑝𝑗𝑘

)2

, (6)

𝑘=1
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Fig. 1. Process diagram of the software. Preprocessing (Step A) is composed of temporary imputation of missing values (Step A-1), outlier detection (Step A-2), and elimination
f low-quality observations (Step A-3). Multiple imputation algorithms are implemented in parallel in Step B, and each imputation algorithm is evaluated based on the imputation
esult in Step C.
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he values that are outside of the column-wise distribution are consid-
red outliers. For example, setting the confidence limit to 0.9999 means
hat the indices with contribution values outside the 99.99% range of
he normal distribution are considered outliers. Further discussion on
he confidence limit is addressed in Appendix A. These detected outliers

are converted to missing values and the code goes back to Step A-1 for
further outlier detection. Steps A-1 and A-2 are iterated until there are
no newly detected outliers in the given dataset.

The software allows the user to specify any data in the dataset as not
being outliers. For example, the initial observations in a dataset with
dynamics may be protected from being considered outliers, e.g., by
having similar values to known initial conditions for the experiment.

2.2.3. Elimination of low-quality observations (Step A-3)
Before moving to further steps, a decision needs to be made about

how to deal with the observations having a few variables survived
after the iteration of Steps A-1 and A-2 (i.e., the majority of measured
variables are initially missed or detected as outliers). Possessing these
low-quality observations significantly increases the missingness level of
the dataset, leading to poor data imputation. Especially for the algo-
rithms that require the calculation of inverse matrices, the existence
of low-quality observations might make the corresponding matrix sin-
gular. While including low-quality observations decreases the quality
of the dataset, removing a large number of observations decreases the
quantity of the dataset. The balance between the quality and quantity
of the dataset is specified by an appropriate cutoff for eliminating low-
quality observations. In this article, the criterion for determining the
low-quality observation is that the number of survived variables be
less than the number of principal components of the dataset after com-
pleting outlier detection steps. The number of principal components
is determined by using the algorithm shown in Section 2.3.5 with the
missing values temporarily imputed using methods in Section 2.2.1. A
more detailed analysis and discussion of the cutoff for the observation
removal is in Appendix B.

2.3. Imputation algorithms for missing values (Step B)

This section describes various general-purpose imputation algo-
rithms that are implemented in the software for imputing the missing
values in the preprocessed data. These algorithms include mean impu-
tation, three PCA approaches (Alternating, SVDImpute, and PCADA),
3

three probabilistic PCA approaches (PPCA, PPCA-M, and BPCA), and
two matrix completion approaches (SVT and ALM). Note that these
imputation algorithms have a hyperparameter, which is the number
of principal components. An approach for determining the number of
principal components of the dataset with missing values is described in
Section 2.3.5.

2.3.1. Mean imputation
Mean imputation (MI) is the simplest way to deal with missing

data which imputes column-wise mean values into the missing values.
This algorithm does not require any complex calculation or iteration
and can be applied to any type of missingness. Because this approach
does not consider any correlation among observations or variables,
the algorithm can result in models of low accuracy. As such, mean
imputation should only be used as an initial guess for other approaches.
This section describes several approaches that fill in missing data while
taking into account patterns among the observed values.

2.3.2. PCA approaches
PCA can be used to estimate missing values as the results are ex-

pected to capture the major variability among process variables. Wiberg
(1976) proposed a cost function that considers only the values at the
ndices where 𝑥𝑖𝑗 was observed:

=
∑

𝑖,𝑗
𝑜𝑖𝑗

(

𝑥𝑖𝑗 −
𝑎
∑

𝑘=1
𝑡𝑖𝑘𝑝𝑗𝑘

)2

, (7)

here 𝑜𝑖𝑗 is the (𝑖, 𝑗)th element of 𝐎 ∈ R𝑛×𝑑 which is an indication
atrix that has 1 at the entries with observed data points 𝑥𝑖𝑗 and
elsewhere. Grung and Manne (1998) proposed an alternating least-

squares (ALS) type of approach that minimizes the cost function 𝑐 by
alternating between the estimation of the matrix 𝐏 with fixed matrix
𝐓 and the estimation of the matrix 𝐓 with fixed matrix 𝐏. Ilin and
Raiko (2010) included a bias term to obtain an accurate least-squares
solution. The update rules are

𝐭𝑖 = (𝐏(𝑖)𝖳𝐏(𝑖))−1𝐏(𝑖)𝖳(𝐗̊𝖳
𝑖∶ −𝐦(𝑖)), 𝑖 = 1,… , 𝑛, (8)

𝑚𝑗 =
1

|𝐎∶𝑗 |

∑

𝑖∈𝐎∶𝑗

(𝑥𝑖𝑗 − 𝐭𝖳𝑖 𝐩𝑗 ), 𝑗 = 1,… , 𝑑, (9)

𝐩𝖳𝑗 = (𝐗̊∶𝑗 − 𝑚𝑗𝟏)𝖳𝐓(𝑗)(𝐓(𝑗)𝖳𝐓(𝑗))−1, 𝑗 = 1,… , 𝑑, (10)

where 𝐭𝑖 ∈ R𝑎×1 is the transpose of 𝑖th row of the matrix 𝐓, 𝐗̊ ∈ R𝑛×𝑑 is
a data matrix 𝐗 with its missing values replaced by zeros, 𝑚 is the 𝑗th
𝑗
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element of the vector 𝐦, 𝐎∶𝑗 ∈ R𝑛×1 is the 𝑗th column of the matrix 𝐎,
𝐎∶𝑗 | is the 1-norm of 𝐎∶𝑗 which is the same as the number of observed
alues, 𝐩𝑗 ∈ R𝑎×1 is the transpose of 𝑗th row of the matrix 𝐏, and
∈ R𝑛×1 is the one vector, respectively. Here, the derived matrices
(𝑗) ∈ R𝑛×𝑎, 𝐦(𝑖) ∈ R𝑑×1, and 𝐏(𝑖) ∈ R𝑑×𝑎 are calculated from

(𝑗)
𝑖∶ =

{

𝐭𝖳𝑖 , for 𝑜𝑖𝑗 = 1,
𝟎 ∈ R1×𝑎, for 𝑜𝑖𝑗 = 0,

𝑗 = 1,… , 𝑑, (11)

𝑚(𝑖)
𝑗 =

{

𝑚𝑗 , for 𝑜𝑖𝑗 = 1,
0, for 𝑜𝑖𝑗 = 0,

𝑖 = 1,… , 𝑛, (12)

𝐏(𝑖)
𝑗∶ =

{

𝐩𝖳𝑗 , for 𝑜𝑖𝑗 = 1,
𝟎 ∈ R1×𝑎, for 𝑜𝑖𝑗 = 0,

𝑖 = 1,… , 𝑛. (13)

An alternating least-squares algorithm could be implemented fol-
lowing (8)–(13) (Alternating) or using MATLAB’s 𝗉𝖼𝖺 command (ALS).
While the MATLAB version of this software contains 10 imputation
algorithms, the Python version has 9 algorithms excluding ALS. An
important consideration, however, is that the same algorithm can
result in different outputs due to differences in the software imple-
mentation (Severson et al., 2017). Given that the 𝗉𝖼𝖺 command starts
with random initial guesses which significantly affects the imputation
results, the ALS algorithm was run multiple times and the most plausible
imputation result was selected as the final result for ALS. To quantify
the plausibility of the imputation result, cont𝑇 2

𝑖𝑗 values (Zhu and Braatz,
2014; Severson et al., 2016) as expressed in (5) were calculated for each
imputed element. Among the cont𝑇 2

𝑖𝑗 values at every imputed element,
the maximum value was chosen as the representative when comparing
the imputation results from different initial guesses. Given that the
high cont𝑇 2

𝑖𝑗 values imply that the imputed values are not following
the major latent relationship, the imputation result with the smallest
max𝑜𝑖𝑗=0 cont𝑇 2

𝑖𝑗 value was chosen as the final result for ALS algorithm.
Note that 𝑜𝑖𝑗 = 0 means only the indices with imputed values were
considered. Five runs were used for ALS algorithm in this article where
the number five was obtained from the heuristics and may depend on
the size of the input matrix and the level of missingness.

Troyanskaya et al. (2001) imputed missing values by using the
singular value decomposition (SVD)-based PCA approach (SVDImpute)
for calculating 𝐏 and 𝐓. When performing the SVD, the data matrix is
expressed as

𝐗 = 𝐔Σ𝐕𝖳, (14)

where 𝐔 ∈ R𝑛×𝑛 and 𝐕 ∈ R𝑑×𝑑 are orthogonal matrices, and Σ ∈ R𝑛×𝑑

is a pseudo-diagonal matrix whose main diagonal elements are the
singular values. The PCA solution can be obtained by taking the 𝑎
largest singular values from Σ and constructing the matrices 𝐓 and 𝐏
by taking the columns of 𝐔Σ and columns of 𝐕 that match with the
chosen singular values, respectively (Jolliffe, 1986). The same solution
also can be obtained by applying PCA to the covariance matrix,

𝐂 = 1
𝑛 − 1

𝐗𝖳𝐗 = 𝐕𝐃𝐕𝖳, (15)

where 𝐃 = 1
𝑛−1Σ

𝖳Σ ∈ R𝑑×𝑑 . Here, the matrix 𝐏 is constructed from
the first 𝑎 columns of the matrix 𝐕, whereas the matrix 𝐓 is computed
from the matrix multiplication 𝐗𝐏 as shown in (1). Column-wise mean
values are imputed at the initial step as the matrix should be complete
for SVD. Then the SVD steps and the imputation steps are iterated until
the reconstructed matrix converges. This algorithm also minimizes the
cost function 𝑐 in (7) (Ilin and Raiko, 2010).

Imtiaz and Shah (2008) proposed PCA-data augmentation (PCADA)
algorithm which adds a bootstrap resampling step to the above al-
gorithm to consider the measurement errors during the imputation
step. In this algorithm, a matrix with true values without any noise,
𝐗nf ∈ R𝑛×𝑑 where nf stands for noise-free, is introduced that can be
calculated as

nf ̂ ̂ ̂ 𝖳
4

𝐗 = 𝐗𝐏𝐏 , (16) 𝜎
where 𝐗̂ and 𝐏̂ are the reconstructed matrix and loading matrix ob-
tained using bootstrap resampling, respectively. Defining the residual
at 𝐎 indices as

𝑟𝑖𝑗 =

{

0, for 𝑜𝑖𝑗 = 0,
𝑥𝑖𝑗 − 𝑥nf

𝑖𝑗 , for 𝑜𝑖𝑗 = 1,
(17)

each reconstructed matrix 𝐗̂(𝑘) in the 𝐾-bootstrap dataset is obtained
from

̂ (𝑘)𝑖𝑗 =

{

𝑥nf
𝑖𝑗 + 𝑟𝑙𝑗 , for 𝑜𝑖𝑗 = 0,

𝑥𝑖𝑗 , for 𝑜𝑖𝑗 = 1,
(18)

where 𝑙 is a random integer in 𝐎∶𝑗 . SVD is performed on each
𝐗̂(1),… , 𝐗̂(𝐾) to find the loading matrices 𝐏̂(1),… , 𝐏̂(𝐾). Then, the matri-
ces 𝐗̂ and 𝐏̂ are calculated from

𝐗̂ = 1
𝐾

𝐾
∑

𝑘=1
𝐗̂(𝑘), (19)

𝐏̂ = 1
𝐾

𝐾
∑

𝑘=1
𝐏̂(𝑘), (20)

respectively, which are used in (16) for iteration until the sum of
squared errors at 𝐎 indices defined as

SSEobs =
∑

𝑖,𝑗
(𝑥𝑖𝑗 − 𝑥nf

𝑖𝑗 )
2, for 𝑜𝑖𝑗 = 1, (21)

onverges. Imtiaz and Shah (2008) reported that PCADA including (21)
onverges even for datasets that have very low signal-to-noise ratios
nd up to 25% missing data. However, since the random noise is added
n (18), Imtiaz and Shah (2008) also noted that the convergence of
CADA is not smooth like other PCA-based methods, which can be
bserved in Fig. 9 in their paper. If PCADA does not converge, it is
ecommended to increase the number of bootstraps (𝐾), as the variance
n 𝐗̂ and 𝐏̂ in (19) and (20) decreases based on the central limit

theorem, which would be beneficial for the convergence of (21). Similar
to the SVDImpute algorithm, column-wise mean values are imputed at
the initial step for the PCADA algorithm.

2.3.3. Probabilistic PCA (PPCA) approaches
Probabilistic PCA (PPCA) approaches assume there is a distribution

of latent variables with respect to the observation (Tipping and Bishop,
1999). The most common model used in PPCA is a factor analysis based
on

𝐱 = 𝐏𝐭 + 𝝁 + 𝝐, (22)

where 𝐱 ∈ R𝑑×1 is the observation vector, 𝐏 ∈ R𝑑×𝑎 is the loading
matrix, 𝐭 ∈ R𝑎×1 is the vector of latent variables, 𝝁 ∈ R𝑑×1 is the mean,
and 𝝐 ∈ R𝑑×1 is the noise. The noise is typically assumed to follow the
multivariate normal distribution 𝝐 ∼ 𝑁(𝟎, 𝜎2𝐈𝑑 ), resulting in

𝐱|𝐭 ∼ 𝑁(𝐏𝐭 + 𝝁, 𝜎2𝐈𝑑 ). (23)

With an additional assumption that the latent variables follows the
multivariable normal distribution 𝐭 ∼ 𝑁(𝟎, 𝐈𝑎), the distribution of the
observation vector is given by

𝐱 ∼ 𝑁(𝝁,𝐏𝐏𝖳 + 𝜎2𝐈𝑑 ). (24)

Given that 𝐒 ∈ R𝑑×𝑑 is the sample covariance matrix of 𝐱𝑛 and is
expressed as

𝐒 = 1
𝑁

𝑁
∑

𝑛=1
(𝐱𝑛 − 𝝁)(𝐱𝑛 − 𝝁)𝖳, (25)

the maximum likelihood estimates (MLE) for 𝐏 and 𝜎2 are (Tipping and
Bishop, 1999)

𝐏̃ = 𝐒𝐏(𝜎2𝐈𝑎 + (𝐏𝖳𝐏 + 𝜎2𝐈𝑎)−1𝐏𝖳𝐒𝐏)−1, (26)

2 1 tr(𝐒 − 𝐒𝐏(𝐏𝖳𝐏 + 𝜎2𝐈 )−1𝐏̃𝖳), (27)
̃ = 𝑑 𝑎
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where 𝐏̃ and 𝜎̃2 are the updated values of 𝐏 and 𝜎2, respectively. The
latent variable 𝐭𝑛 can be estimated using the MLE of the matrix 𝐏 from
he conditional equation (Tipping and Bishop, 1999)

𝐭𝑛|𝐱𝑛⟩ = (𝐏MLE
𝖳𝐏MLE + 𝜎2𝐈𝑎)−1𝐏MLE

𝖳(𝐱𝑛 − 𝝁). (28)

Then, the missing values can be reconstructed using the loading matrix
and the latent variables. Similar to the 𝗉𝖼𝖺 command, PPCA can be
erformed by using MATLAB’s 𝗉𝗉𝖼𝖺 command.

Yu et al. (2010) extended this approach by considering the missing
elements of the data matrix 𝐗 as well as the latent variables (𝐭𝑛), the
oading matrix (𝐏), and the residual variance (𝜎2) as the unknown
ariables. This algorithm, which is called PPCA-M (Severson et al.,
017), is given by

𝐭𝑖⟩ = (𝐖(𝑖))−1
∑

𝑗∈𝐎𝑖∶

𝐩𝑗 (𝑥𝑖𝑗 − 𝜇𝑗 ), (29)

𝑥𝑖𝑗⟩ =

{

⟨𝐭𝑖⟩𝖳𝐩𝑗 + 𝜇𝑗 , for 𝑜𝑖𝑗 = 0,
𝑥𝑖𝑗 , for 𝑜𝑖𝑗 = 1,

(30)

𝐭𝑖𝐭𝖳𝑖 ⟩ = 𝜎2(𝐖(𝑖))−1 + ⟨𝐭𝑖⟩⟨𝐭𝑖⟩𝖳, (31)

𝐱𝑖𝐱𝖳𝑖 ⟩𝑗𝑘 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝜎2(𝐩𝖳𝑗 (𝐖
(𝑖))−1𝐩𝑘) + ⟨𝑥𝑖𝑗⟩⟨𝑥𝑖𝑘⟩, for 𝑜𝑖𝑗 = 𝑜𝑖𝑘 = 0, ∀𝑗 ≠ 𝑘,

𝜎2(1 + 𝐩𝖳𝑗 (𝐖
(𝑖))−1𝐩𝑘) + ⟨𝑥𝑖𝑗⟩⟨𝑥𝑖𝑘⟩, for 𝑜𝑖𝑗 = 𝑜𝑖𝑘 = 0, ∀𝑗 = 𝑘,

⟨𝑥𝑖𝑗⟩𝑥𝑖𝑘, for 𝑜𝑖𝑗 = 0, 𝑜𝑖𝑘 = 1,

𝑥𝑖𝑗⟨𝑥𝑖𝑘⟩, for 𝑜𝑖𝑗 = 1, 𝑜𝑖𝑘 = 0,

𝑥𝑖𝑗𝑥𝑖𝑘, for 𝑜𝑖𝑗 = 𝑜𝑖𝑘 = 1,

(32)

𝐱𝑖𝐭𝖳𝑖 ⟩𝑗∶ =

{

𝜎2𝐩𝖳𝑗 (𝐖(𝑖))−1 + ⟨𝑥𝑖𝑗⟩⟨𝐭𝑖⟩𝖳, for 𝑜𝑖𝑗 = 0,
𝑥𝑖𝑗⟨𝐭𝑖⟩𝖳, for 𝑜𝑖𝑗 = 1,

(33)

ith the other parameters updated by
(𝑖) =

∑

𝑗∈𝐎𝑖∶

𝐩𝑗𝐩𝖳𝑗 + 𝜎2𝐈𝑎, (34)

= 1
𝑛

𝑛
∑

𝑖=1
(⟨𝐱𝑖⟩ − 𝐏⟨𝐭𝑖⟩), (35)

𝐏 =

( 𝑛
∑

𝑖=1
(⟨𝐱𝑖𝐭𝖳𝑖 ⟩ − 𝝁⟨𝐭𝑖⟩𝖳)

)( 𝑛
∑

𝑖=1
⟨𝐭𝑖𝐭𝖳𝑖 ⟩

)−1

, (36)

𝜎2 = 1
𝑛𝑑

𝑛
∑

𝑖=1
tr(⟨𝐱𝑖𝐱𝖳𝑖 ⟩−2⟨𝐱𝑖𝐭𝖳𝑖 ⟩𝐏

𝖳−2𝝁⟨𝐱𝑖⟩𝖳+2𝝁⟨𝐭𝑖⟩𝖳𝐏𝖳+𝐏⟨𝐭𝑖𝐭𝖳𝑖 ⟩𝐏
𝖳+𝝁𝝁𝖳),

(37)

here 𝐎𝑖∶ ∈ R1×𝑑 is the 𝑖th row of the matrix 𝐎.
Oba et al. (2003) introduced a Bayesian method for PPCA (BPCA)

hich estimates both the model parameters 𝜽 = {𝐏,𝝁, 𝜎2} and the
issing values using a variational Bayes algorithm (Attias, 2013). BPCA
as three steps: principal component regression, Bayesian estimation,
nd an EM-like repetitive algorithm. Oba et al. (2003) noted that
he posterior distributions of parameters and missing values are likely
o approach the global optimal due to the simple landscape of the
bjective function.

.3.4. Matrix completion approaches
Approaches used in the matrix completion literature often assume

hat the given matrix has a low rank. The assumption of low rank is
he same as in the PCA approach, in which a few principal components
re significant and the others are considered to be noise. The matrix
ompletion approach determines the missing values by solving the
ptimization (Candès and Recht, 2012)

min
𝐀

‖𝐀‖∗
(38)
5

ubject to 𝑎𝑖𝑗 = 𝑥𝑖𝑗 , for 𝑜𝑖𝑗 = 1,
here ‖⋅‖∗ is the nuclear norm, which is the sum of the singular values.
y defining the orthogonal projector Ω as

𝛺(𝐀)]𝑖𝑗 =
{

𝑎𝑖𝑗 , for Ω𝑖𝑗 = 1,
0, for Ω𝑖𝑗 = 0,

(39)

38) can be expressed as

min
𝐀

‖𝐀‖∗

ubject to 𝐎(𝐀) = 𝐎(𝐗).
(40)

Cai et al. (2010) proposed a singular value thresholding (SVT)
lgorithm, which ignores singular values less than a threshold 𝜏, to
inimize the nuclear norm. The SVD of a matrix 𝐗 ∈ R𝑛×𝑑 with rank 𝑟

s expressed as (14) with only 𝑟 main diagonal elements of the matrix
being nonzero. Following this idea, Cai et al. (2010) introduced the

oft-thresholding operator 𝜏 defined by

𝜏 (𝐗) = 𝐔𝜏 (Σ)𝐕𝖳, 𝜏 (Σ) = diag((𝜎𝑖 − 𝜏)+), (41)

here 𝜎𝑖 is the 𝑖th singular value and 𝑡+ = max{0, 𝑡}. Cai et al. (2010)
roved that, for each 𝜏 > 0 and 𝐗 ∈ R𝑛×𝑑 , the operator 𝜏 obeys

𝜏 (𝐗) = argmin
𝐘

1
2‖𝐗 − 𝐘‖2𝐹 + 𝜏‖𝐘‖∗, (42)

here ‖ ⋅ ‖𝐹 is the Frobenius norm which is the square root of the sum
f the squares of its elements. The SVT algorithm iterates the equations:

= 𝜏 (𝐙), (43)

= 𝐙 + 𝛿𝐎(𝐗 − 𝐀), (44)

here the scalar 𝛿 > 0 is a step size usually set as 1.2 𝑛𝑑
|𝐎|

, the initial
𝐙 is set to 𝑘0𝛿𝐎(𝐗), and 𝑘0 is the smallest integer that is larger
than 𝜏

𝛿‖𝐎(𝐗)‖2
. After iterating (43) and (44) until the convergence at

sufficiently large 𝜏, the matrix 𝐀 converges to the solution for (40). In
this paper, 𝜏 = 5𝑛 was used based on the heuristics (Cai et al., 2010).

Lin et al. (2010) proposed an inexact augmented Lagrange multi-
plier (ALM) algorithm that solves a reformulated (40),

min
𝐀,𝐄

‖𝐀‖∗

subject to 𝐀 + 𝐄 = 𝐗, 𝐎(𝐄) = 0.
(45)

This optimization can be solved by finding matrices 𝐀 and 𝐄 that
minimize the partial augmented Lagrangian function,

(𝐀,𝐄,𝐙, 𝜇) = ‖𝐀‖∗ + ⟨𝐙,𝐗 − 𝐀 − 𝐄⟩ + 𝜇
2 ‖𝐗 − 𝐀 − 𝐄‖2𝐹 , (46)

where ⟨⋅, ⋅⟩ is an inner product and 𝐙 is a Lagrange multiplier (Lin et al.,
2010). Defining the soft-thresholding operator 𝝐 as

[𝜖(𝐀)]𝑖𝑗 =
⎧

⎪

⎨

⎪

⎩

𝑎𝑖𝑗 − 𝜖, for 𝑎𝑖𝑗 > 𝜖,
𝑎𝑖𝑗 + 𝜖, for 𝑎𝑖𝑗 < −𝜖,
0, otherwise,

(47)

the solution can be found by iterating the following update rules (Lin
et al., 2010):

(𝐔,𝐒,𝐕) = svd(𝐗 − 𝐄old + 𝜇−1𝐙), (48)

𝐀 = 𝐔𝜇−1 [𝐒]𝐕𝖳, (49)

𝐄new = 𝐎̄(𝐗 − 𝐀 + 𝜇−1𝐙), (50)

𝐙 = 𝐙 + 𝜇(𝐗 − 𝐀 − 𝐄new), (51)

𝜇 =

{

𝜌𝜇, if min(𝜇,
√

𝜇) ‖𝐄new−𝐄old‖𝐹
‖𝐗‖𝐹

< 𝜖2,

𝜇, otherwise,
(52)
𝐄old = 𝐄new, (53)
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where 𝐎̄ is a complement of a set 𝐎 (i.e., 𝐎̄ = 𝟏−𝐎) and the parameters
with fixed values are given as 𝜌 = 1.2172+1.8588 |𝐎|

𝑛𝑑 and 𝜖2 = 10−6. The
initial values for other variables are given as 𝐄 = 𝐙 = 𝟎 ∈ R𝑛×𝑑 and
= 1

‖𝐗‖𝐹
(Lin et al., 2010).

.3.5. Determination of the number of principal components of the dataset
ith missing values

There are several methods for determining the number of principal
omponents, 𝑎, used in the PCA and PPCA-based algorithms (Chiang
t al., 2000). The percent variance test method chooses 𝑎 as the minimum

number of loading vectors needed to cover some pre-defined proportion
of the total variance, typically 90%. The scree test plots the variance in
decreasing order and chooses 𝑎 where an elbow is detected. Parallel
nalysis (Horn, 1965) compares the variance profile of the given data
o the profile obtained from data for which the measurement variables
re uncorrelated. The value of 𝑎 can also be determined by using cross-
validation (Wold, 1978) with the prediction residual sum of squares
(PRESS) statistic which is defined as

PRESS(𝑖) = 1
𝑛𝑑 ‖𝐗 − 𝐗̂‖2𝐹 , (54)

where 𝐗̂ is the reconstructed matrix of 𝐗 using 𝑖 loading vectors.
This article uses the cross-validation method to determine the num-

er of principal components. As the imputed values for the missing
ndices, the loading matrix (𝐏), and the number of principal com-
onents (𝑎) are mutually dependent, three steps were iterated until
onvergence of 𝑎: (1) imputation, (2) calculation of the matrix 𝐏, and

(3) determination of the integer 𝑎.2

.4. Metrics for evaluation of imputation algorithms (Step C)

This article compares 9 algorithms for filling in the missing values:
ean imputation (MI), three PCA algorithms (Alternating, SVDImpute,

nd PCADA), three PPCA algorithms (PPCA, PPCA-M, and BPCA), and
wo matrix completion algorithms (SVT and ALM).3 If the ground

truth is known for the missing values, well-known metrics such as
normalized root mean square error (NRMSE) or subspace angle (Björck
and Golub, 1973) between the true and recovered 𝐏 can be used for
model evaluation (Severson et al., 2017). However, the ground truth is
ypically unknown for the process data with missing values. To compare
he algorithms without knowing the ground truth, this section suggests
he following three criteria which are in order of priority: feasibility,
lausibility, and rapidity.

First, the imputed values can be checked whether they are within
he pre-defined boundaries, which is related to the feasibility of the
olution. Some process variables, such as the flow rate or concentration
f each component, should satisfy nonnegativity constraints. In this
ase, a simple filter that checks the positiveness of each element can
e used to quickly evaluate the feasibility of the solution. This concept
an be extended to the data with some variables having specific upper
r lower bounds. For the censoring case, the sensor threshold could be
et as the bound to check whether the imputed values are outside the
oundaries.

The second criterion is to check whether the imputed values are
onsidered outliers, which is related to the plausibility of the solution.
andom variables with unknown distribution are typically assumed to
ave a Gaussian distribution (Casella and Berger, 2002). As such, miss-

ing values collected during normal operations have a low likelihood
of being outliers among the observed values. Whether an estimate is
considered an outlier can be assessed by calculating the 𝑇 2 and 𝑄

2 The different imputation algorithms can converge to different values for
.

3 MATLAB version software includes the ALS algorithm which uses 𝗉𝖼𝖺

ommand, resulting in 10 algorithms.
6

m

statistic contribution (Zhu and Braatz, 2014) at the missing indices
using (5) and (6), respectively.

The last algorithm evaluation metric is the computation time, which
is related to the rapidity of the algorithm to deal with missing values.
Among imputation algorithms with similar accuracy, the algorithm
with the shortest computation time is always preferred as it can quickly
deal with information loss due to missing values during process control.

For the MATLAB version, each algorithm was additionally checked
as to whether it ran without error because some commands in the
PROPACK package (Larsen, 2004) such as 𝗅𝖺𝗇𝗌𝗏𝖽 occasionally induced
errors due to convergence failures. Here, 𝗍𝗋𝗒-𝖼𝖺𝗍𝖼𝗁 statements were used
to detect the error when running the code.

3. Demonstration

This section demonstrates how the software imputes the values at
the missing indices using the 9 algorithms described in Section 2.3
in three steps: preprocessing (Step A), imputation of missing values
(Step B), and evaluation of imputation algorithms (Step C). A dataset
of monoclonal antibody production from Chinese hamster ovary cells
collected from a continuous biomanufacturing testbed at the Mas-
sachusetts Institute of Technology was used in this section. Fourteen
measurements (cell diameter, total cell density, viable cell density,
osmolality (Osmo), pCO2, pH, and the concentrations of calcium (Ca),
glutamine (Gln), glutamate (Glu), glucose (Gluc), potassium (K), lactose
(Lac), sodium (Na), and ammonium (NH4)) were recorded every 2 or
4 h over the course of a 30-day run, resulting in total 293 observations.
All software and data will be released on github upon acceptance of the
manuscript for journal publication.

While dynamic characteristics are well captured in some variables
(e.g., total cell density, viable cell density, and concentrations of glu-
tamate, glucose, and ammonium), it can be seen from Fig. 2 that

ost of the variables contain outliers around Day 25, which implies
ata contamination. In addition, missing values are clearly observed in
smolality between Days 7 and 9. The number of missing values at each
ariable is reported in Table 1.

.1. Step A. Preprocessing

tep A-1. Temporary imputation of missing values. In this step, we choose
ne of the three options listed in Section 2.2.1 to temporarily fill
n missing values to obtain the complete matrix that will be further
sed for outlier detection. Due to the explanation in Section 2.2.1,
nterpolation method was used for this demonstration (Fig. 3) while
he results obtained by using the two other methods (mean imputation
nd last observed) can be found in Appendix C.

tep A-2. Outlier detection based on 𝑇 2 and 𝑄 contributions. 𝑇 2 and
contributions ((5) and (6)) are calculated for the complete matrix

btained after step A-1. The confidence limit of 0.9999 was used to
etermine whether the observed values are outliers (Fig. 4). For this
ataset, the observations during the first six days were protected from
eing considered outliers as values changed rapidly during the startup
f the equipment. Nine iterations of Steps A-1 and A-2 were performed
o identify outliers in all of the measurements (Table 2), with many
rouped at around Days 20 and 25 (Fig. 5). The osmolality and glucose
nd ammonium concentrations had the fewest outliers. Glucose is a
easurement commonly used in bioprocess control systems, so even a

mall number of outliers during operations can be problematic (Gamb-
ir et al., 1999; Wlaschin and Hu, 2006; Craven et al., 2014). The pH,

which is one of the most important measurements from an operational
and control perspective, had a large number of outliers and is an even
more important concern (Stephanopoulos and San, 1984; Alford, 2006;
Konstantinov and Cooney, 2015; Hong et al., 2021). Most of the other
easurements are not used in most process control systems, but are
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Fig. 2. Original biomanufacturing dataset of monoclonal antibody production of Chinese hamster ovary cells. Fourteen measurement variables were recorded every 2 or 4 h over
the course of a 30-day run, resulting in total 293 observations.
Table 1
Number of missing values at each variable in the given dataset (Fig. 2). TotalD and ViableD stand for total density and viable density, respectively.
Diameter TotalD ViableD Ca Gln Glu Gluc K Lac Na NH4 Osmo PCO2

pH

7 4 7 0 3 0 0 0 1 0 0 68 23 5
Fig. 3. Temporary imputation of missing values using interpolation. Preliminary imputation based on interpolation applied to the dataset in Fig. 2. The blue dots indicate the
riginal observed values whereas the light blue triangles indicate the temporarily imputed values using interpolation.
seful for process modeling or process estimation (Fujimori et al., 1990;
Heinzle et al., 2007; Biechele et al., 2015).

Step A-3. Elimination of low-quality observations. As can be seen from
Fig. 5, there are (a) some data points that were detected as outliers but
7

still seems to follow the main trend within the dataset (e.g., the point
around Day 13 in Diameter) as well as the opposite cases where (b)
the data points outside the major trend were not detected as outliers
(e.g., points around Day 25 in Na and NH4), which can be considered as



Computers and Chemical Engineering 180 (2024) 108448J. Rhyu et al.
Fig. 4. Preprocessed dataset at Step A-2 in the first iteration. Indices with 𝑇 2 and 𝑄 statistic contributions exceeding the threshold based on the confidence limit of 0.9999 are
considered outliers. Blue dots indicate the observed values, light blue triangles indicate the temporarily imputed values using interpolation, and red stars indicate the detected
outliers.
Fig. 5. The final result of Step A after 9 iterations of Step A-1 using interpolation and Step A-2. Blue dots indicate the observed values and red stars indicate the detected outliers.
Table 2
Number of detected outliers at each variable after nine iterations of Steps A-1 and A-2. TotalD and ViableD stand for total density and viable
density, respectively.
Diameter TotalD ViableD Ca Gln Glu Gluc K Lac Na NH4 Osmo PCO2

pH

23 22 24 41 15 27 14 35 30 25 12 8 37 34
8
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Table 3
The portion of raw data showing the false positive happened on Day 13 in Diameter. Cells with red colors indicate that the values were detected as
outliers while blank cells indicate missing values.

Day Diameter TotalD ViableD Ca Gln Glu Gluc K Lac Na NH4 Osmo PCO2
pH

12.31597 21.8 352.67 340.28 0.12 0.83 5.58 2.65 12.68 2.28 145.3 1.75 442 66.8 7.326
12.39931 21.91 320.88 312.69 0.13 0.81 5.62 2.66 12.63 2.29 146.9 1.75 403 63.8 7.327
12.56597 21.9 340.41 329.67 0.15 0.82 5.63 2.69 12.88 2.32 147 1.75 399 68 7.323
12.64931 22.05 288.98 282.65 0.14 0.83 5.54 2.67 12.53 2.32 148.5 1.74 440 67.6 7.315
12.73264 21.82 324.38 318.01 0.13 0.82 5.62 2.69 12.62 2.34 147.6 1.72 403 64 7.341
12.81597 22.26 318.05 273.22 0.13 0.71 5.13 2.36 14.66 2.16 143.8 1.54 51.1 7.859
12.83125 22.66 225.77 220.71 0.12 0.89 5.52 2.73 12.1 2.35 147.8 1.77 400 55.4 7.432
12.85764 22.38 321.42 315.76 0.13 0.95 5.39 2.71 12.68 2.38 148.4 1.76 398 60.9 7.403
12.89931 21.91 317.68 312.83 0.13 0.85 5.67 2.72 12.64 2.43 149.1 1.72 394 60.6 7.381
12.98264 21.96 338.79 332.43 0.13 0.82 5.58 2.68 12.53 2.35 147.7 1.72 398 61.1 7.374
13.06597 22.16 333.78 325.56 0.13 0.82 5.49 2.66 12.63 2.31 145.3 1.72 396 57.5 7.413
13.14931 21.8 283.56 272.14 0.1 0.76 5.38 2.47 13.73 2.32 148.4 1.56 640 29.7 8.048
13.23264 22.12 321.48 314.17 0.13 0.79 5.6 2.67 12.64 2.4 149.6 1.7 400 61.6 7.372
13.31597 21.87 268.2 262.04 0.13 0.78 5.6 2.65 12.53 2.39 145.8 1.65 396 63.5 7.356
13.39931 21.85 310.54 305.11 0.13 0.79 5.55 2.65 12.51 2.39 147.7 1.69 395 62.5 7.361
13.56597 21.53 281.07 274.73 0.14 0.77 5.64 2.67 12.5 2.43 146.6 1.65 390 65.6 7.361
Table 4
The portion of raw data showing the false negative happened on Day 25 in Na and NH4. Cells with red colors indicate that the values were detected as
outliers while blank cells indicate missing values.

Day Diameter TotalD ViableD Ca Gln Glu Gluc K Lac Na NH4 Osmo PCO2
pH

24.69722 22.27 286.49 281.54 0.15 0.63 5.27 1.5 12.37 3.2 177.6 1.84 440 7.643
24.73333 22.2 261.83 256.38 0.13 0.63 5.31 1.5 12.26 3.29 181.2 1.78 551 7.613
24.81667 19.76 220.34 74.64 0.05 0.43 4.39 1.29 13.97 2.48 174.2 1.31 7.918
24.83472 19.11 220.1 26.47 0.07 0.44 3.76 1.25 12.74 2.31 154.6 1.31 7.243
24.98333 19.27 236.1 22.6 0.06 0.45 3.83 1.23 13.48 2.3 157.8 1.23 198.9 7.161
25.06667 18.72 207 17.95 0.06 0.45 3.69 1.2 13.02 2.3 153.7 1.09 206.5 7.134

25.15 16.73 225.29 0.2 0.07 0.42 3.91 1.28 13.17 2.3 163.9 1.19 232.8 7.094
25.23333 19.35 218.62 8.08 0.06 0.42 3.9 1.29 13.11 2.3 158.4 1.24 222.8 7.074
25.31667 18.88 231.22 6.26 0.06 0.39 3.98 1.3 13.15 2.29 159.5 1.23 224.4 7.093

25.4 18.48 220.37 4.88 0.06 0.41 3.97 1.29 13.31 2.31 160.1 1.24 232.8 7.071
25.56667 18.08 208.68 1.34 0.08 0.41 3.99 1.3 13.15 2.31 160.4 1.27 245.5 7.043
Table 5
Number of missing values inside the preprocessed dataset after Step A. Note that the missing values in the preprocessed dataset include the
missing values in the given dataset (Missing) and the outliers detected in Step A (Outliers), which are the indices that are colored in light blue
and red in Fig. 6, respectively, while excluding the removed rows that are indicated as black. TotalD and ViableD stand for total density and
viable density, respectively.

Diameter TotalD ViableD Ca Gln Glu Gluc K Lac Na NH4 Osmo PCO2
pH

Missing 1 1 1 0 2 0 0 0 1 0 0 44 17 2
Outliers 6 7 6 17 2 4 6 10 7 6 3 7 18 13

Total 7 8 7 17 4 4 6 10 8 6 3 51 35 15
Table 6
Three metrics used for algorithm evaluation. Feasibility criterion indicates the number of imputed elements outside the boundaries, plausibility
criterion indicates the number of imputed elements considered outliers, and rapidity criterion indicates the computation time in seconds.

MI Alternating SVDImpute PCADA PPCA PPCA-M BPCA SVT ALM

Feasibility 0 0 0 0 0 0 0 0 0
Plausibility 16 6 2 3 2 2 1 2 2
Rapidity (s) 0.00676 0.141 0.0355 51.3 66.1 26.9 1.12 4.68 0.0741
false positive and negative, respectively. However, it should be noted
that most of these cases happen within low-quality observations as
shown in Tables 3 and 4, respectively. These false cases were automat-
cally removed during the elimination of low-quality observations in
his step.

As mentioned in Section 3.1, the low-quality observations were
etermined based on whether the number of survived variables is larger
han the number of principal components after the iteration of Steps
-1 and A-2. The number of principal components was determined to
e 5 using the algorithm in Section 2.3.5 with interpolation as the

imputation method. Fig. 6a displays the indication matrix of the dataset
in Fig. 5 whereas Fig. 6b shows the indication matrix after removing
bservations that have less than five survived measurement variables
hich are shown in black. As can be seen from Figs. 6ab, observations
ith a high proportion of outliers (observations 210–220 and 250–
70 which correspond to Days 20 and 25, respectively) were removed.
9

Overall, 25 out of 293 observations were eliminated, resulting in a
total of 268 observations being used for Step B. The number of missing
values inside the preprocessed dataset after Step A (Fig. 6b) is shown
in Table 5.

3.2. Step B. Imputation of missing values

This step imputes the missing values of the dataset that is prepro-
cessed in Step A (Fig. 6) using the algorithms introduced in Section 2.3.
Fig. 7 illustrates the imputation results using (a) MI, (b) Alternating, (c)
SVDImpute, (d) PCADA, (e) PPCA, (f) PPCA-M, (g) BPCA, (h) SVT, and
(i) ALM algorithms where observed values, imputed missing values, and
replaced outliers are indicated as blue dots, green triangles, and green
stars, respectively. Note that the imputed missing values or replaced
outliers outside the fixed 𝑦-axis limits are not shown in Fig. 7, where
most of them should have activated either feasibility or plausibility
criteria.
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a

Fig. 6. Indication matrices of Fig. 5 when setting the threshold for the number of survived elements as 5. Observed values, missing values, detected outliers, and removed rows
re indicated in blue, light blue, red, and black, respectively. Variables are in Diameter, TotalDensity, ViableDensity, Ca, Gln, Glu, Gluc, K, Lac, Na, NH4, Osmo, PCO2

, and pH
order as in the previous figures.
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3.3. Step C. Evaluation of imputation algorithms

This step evaluates each algorithm used in Step B which helps the
user to determine which model to use for the given dataset. Table 6
displays the three evaluation metrics described in Section 2.4 where
the lower bound for the feasibility criterion was set to zero to check
the positiveness, and the confidence limit of 0.9999 was used for the
plausibility criterion.

Based on Table 6, all nine algorithms had no imputed values outside
the boundary, meaning that all missing values were estimated to be pos-
itive. As all algorithms satisfied the feasibility criterion, the plausibility
metric then can be used for the next step. MI showed the maximum
number of imputed values considered outliers, which is mainly due
to the fact that MI is the only algorithm that does not take the latent
relationship among variables into account. Alternating algorithm also
showed a relatively high value of the plausibility metric, implying that
the algorithm might not work well on the given dataset.

It can be seen from Table 6 that the values are similar for the
plausibility metrics except for MI and Alternating. Therefore, the op-
erator may decide whether to finalize the algorithm with the minimum
plausibility metric, which is BPCA, or move on to the rapidity metric
for further comparison. For the sensitive system where a fast response is
necessary, algorithms with a low computation time such as SVDImpute
or ALM could be preferred over BPCA where the computation time is
an order of magnitude higher.

It should be noted that the three metrics, feasibility, plausibility, and
rapidity, can only work as indirect criteria for algorithm evaluation.
Having small numbers in Table 6 does not necessarily imply good
performance, especially for feasibility and plausibility criteria when
the missingness was due to censoring. However, the first two criteria
can still work as soft guidance for model evaluation in the case of
a time-series dataset with slow dynamics where an abrupt change in
measurements is not expected.

4. Validation

A complete dataset where all measurements are recorded is required
in order to validate whether the algorithms accurately impute the
missing values. Such dataset for this section was constructed based
on the preprocessed dataset after Step A (Fig. 6b) with missing values
filled in using interpolation, resulting in 268 observations. The reason
for not using only the complete observations is that doing so results
in the elimination of 98 out of 293 observations, which is a data loss
of approximately one-third. The complete dataset used in this section
is illustrated in Fig. 8. Note that this dataset still contains the outliers
indicated in red in Fig. 6b.
10
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The software developed by Severson et al. (2017) was used to
add various types of missingness to this dataset. This software enables
the user to select the missingness type (e.g. missing completely at
random (MCAR), sensor drop-out, multi-rate missingness, censoring,
and patterned) and level to be added to the dataset. In this section,
all five types of missingness with the level of 10% were added to the
dataset, respectively, as shown in Fig. 9 to check how well each al-
gorithm performs in each missingness scenario. The confidence limit of
0.9999 for outlier detection, the lower bound of zeros for the feasibility
criterion, and the confidence limit of 0.9999 for the plausibility crite-
rion were used, which are the same settings as in the Demonstration
part (Section 3). Each scenario was repeated 50 times to obtain the
distributions on the normalized root mean squared error (NRMSE) of
each variable, three algorithm evaluation metrics including feasibility,
plausibility, and rapidity, and the number of principal components. The
representative imputation results of each algorithm at each missingness
type are shown in Appendix D.

Variable-wise NRMSE can be defined as

NRMSE𝑗 =
RMSE𝑗

𝜎𝑗
= 1

𝜎𝑗

√

√

√

√

∑

𝑘∉𝐎̂∶𝑗
(𝑥̂𝑘𝑗 − 𝑥𝑘𝑗 )2

𝑛 − |𝐎̂∶𝑗 |
, for 𝑗 = 1,… , 𝑑, (55)

here 𝜎𝑗 is a variable-wise standard deviation of the full dataset, 𝐎̂
s an indication matrix of observed data after adding missingness, and
̂ 𝑖𝑗 is an imputed value using the software. NRMSE = 1 indicates
hat the imputed values are generally one-sigma away from the true
alues. In this section, variable-wise NRMSE was used instead of the
verall NRMSE for algorithm evaluation as the importance of each
ariable might vary. For example, control variables may have higher
ignificance than other output variables as the process might undergo
transition between stages with respect to the trend of control vari-

bles. As mentioned in Section 3.1, pH is one of the most important
easurement variables for the biomanufacturing dataset used in this

ection. Therefore, the NRMSE bar graph of pH should be considered an
mportant factor when evaluating the performance of each algorithm.

In addition to the variable-wise NRMSE, three criteria introduced
n Section 3.3 were used to evaluate each algorithm: feasibility, plau-
ibility, and rapidity. A feasible solution is not always a plausible one.
he mean imputation (MI) is a good example of this case where it
lways passes the feasibility test while it is not a plausible solution
s it does not consider any dynamics. Conversely, a plausible solution
oes not necessarily mean that it is a feasible solution. For example, as
he lower boundary for the feasibility criterion was set to zero for this
ataset, the number of elements outside the boundaries is the same as
he number of negative values in this section. In fact, the possibility of
mputed elements having negative values depends on the distribution of
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Fig. 7. Outlier detection and data imputation results of the biomanufacturing dataset using the software. Data imputation results using 9 algorithms where the observed values
are marked as blue dots, imputed missing values are marked as green triangles, and the replaced outliers are marked as green stars.
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Fig. 7. (continued).
the variable measurements. For instance, the distributions of variables
such as total cell density, viable cell density, glutamine concentration,
and pCO2 have a small ratio of mean to variance. If the missingness
12
happens near the elements very close to zero, there is a high possibility
of negative values being imputed for that missing value. Thus, an ideal
solution should satisfy both the feasibility and plausibility criteria.
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Fig. 7. (continued).
Computation time, which is used for the rapidity criterion, is also an
important metric for algorithm evaluation. In the case of online control,
13
a rapid response with respect to disturbances and controls is required
for high-quality products. In order to prevent the data imputation step
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Fig. 8. Complete dataset used in Section 4. Rows indicated as black in Fig. 6b were eliminated and the missing values where the numbers are presented in the first row of Table 5
were filled in using interpolation. A total of 268 out of 293 observations in the original dataset were used in the dataset for validation.
Fig. 9. Demonstration of how each of five missingness cases investigated in Section 4 with the level of 10% were added to a dataset using the software developed by Severson
et al. (2017). This action was repeated 50 times in Section 4. Observed values and missing values are indicated as blue and light blue, respectively.
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from being a bottleneck for updating the setpoint, the algorithm with a
shorter computation time is recommended, especially in the case where
the amounts of observations and variables are large. Severson et al.
(2017) compared the computational costs of each algorithm used in this
aper as shown in Table 7. The dataset used in this section possesses 𝑑
f 14, 𝑛 of 268, 𝐾 of 50. As mentioned in Section 2.3.5, the number
f principal components, 𝑎, might vary based on which imputation
lgorithm is used, which can be checked by comparing the number of
rincipal components determined by each algorithm.

Figs. 10–14 display the bar graph of (a) variable-wise NRMSE,
b) number of imputed elements outside the boundaries (feasibility),
14

1

c) number of imputed elements considered outliers (plausibility), (d)
omputation time (rapidity), and (e) the number of principal compo-
ents for each missingness type of MCAR, sensor drop-out, multi-rate,
ensoring, and patterned, respectively.

The MI algorithm works as a good reference for the NRMSE plot as
he values are close to 1 for all missingness cases except the censoring
ase due to the way the NRMSE was defined in (55). Note that the stan-
ard deviation is the square root of the average of squared deviations
rom the mean. The performance of algorithms can be preliminarily
ssessed by checking whether the NRMSE values are smaller than
upon first inspection. In fact, all algorithms excluding MI showed
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Table 7
The computational cost of each algorithm (Severson et al., 2017). 𝑑 indicates the number of measurement variables, 𝑛 indicates the number of
observations, and 𝐾 indicates the number of bootstrap used in PCADA. The dataset used in this section possesses 𝑑 of 14, 𝑛 of 268, 𝐾 of 50.
ALS/Alternating/PPCA/BPCA SVDImpute/SVT/ALM PCADA PPCA-M

𝑂(𝑛𝑎3 + 𝑛𝑑𝑎2 + 𝑑𝑎3) 𝑂(min(𝑛𝑑2 , 𝑛2𝑑)) 𝑂(min(𝐾𝑛𝑑2 , 𝐾𝑛2𝑑)) 𝑂(𝑛𝑎3 + 𝑛𝑑𝑎2)
Fig. 10. Evaluation of imputation algorithms in the missing completely at random (MCAR) case for the continuous biomanufacturing dataset. The bar and error bar indicates the
mean and the standard deviation, respectively, of the measured values in 50 simulations. The upper limit for the NRMSE graph in (a) was set to 3.0 as the values higher than
that imply that the imputed values are generally outside the 3 sigma range, indicating poor performance.
15
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Fig. 11. Evaluation of imputation algorithms in the sensor drop-out case for the continuous biomanufacturing dataset. The bar and error bar indicates the mean and the standard
eviation, respectively, of the measured values in 50 simulations. The upper limit for the NRMSE graph in (a) was set to 3.0 as the values higher than that imply that the imputed
alues are generally outside the 3 sigma range, indicating poor performance.
RMSE values smaller than 1 in most variables in Fig. 10, implying
hat those algorithms at least perform better than the MI algorithm
n the MCAR case. For the elements with weak dynamics (i.e. having
o clear trend as a function of time) such as Calcium concentration,
RMSE tends to have higher values as it shows less dependency on
ther elements.
16
According to Figs. 10–12 and 14, all algorithms excluding the
Alternating algorithm maintained similar order of magnitude of NRMSE
values in different missingness cases, implying that the performance
does not significantly depend on the missingness type for those algo-
rithms. The Alternating algorithm shows NRMSE values larger than 3
in sensor drop-out and patterned missingness cases, indicating poor
performance. Having NRMSE values larger than 3 means that the
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Fig. 12. Evaluation of imputation algorithms in the multi-rate missingness case for the continuous biomanufacturing dataset. The bar and error bar indicates the mean and the
standard deviation, respectively, of the measured values in 50 simulations. The upper limit for the NRMSE graph in (a) was set to 3.0 as the values higher than that imply that
the imputed values are generally outside the 3 sigma range, indicating poor performance.
imputed values are more than 3 sigmas away from the true values,
implying that the algorithm is not worth trying.

From Fig. 13, it can be seen that most algorithms did not work well
in the censoring case, yielding the highest NMRSE values among all
missingness cases. This might be due to the nature of having a worse
17
imputation accuracy in the extrapolation case than in the interpolation
case. In the censoring case, the values outside the boundaries have to
be estimated using only the values inside the boundaries, which signif-
icantly complicates an accurate imputation. In addition to the nature
of extrapolation, having a large chunk of missing values make the data
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P
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Fig. 13. Evaluation of imputation algorithms in the censoring case for the continuous biomanufacturing dataset. The bar and error bar indicates the mean and the standard
deviation, respectively, of the measured values in 50 simulations. The upper limit for the NRMSE graph in (a) was set to 3.0 as the values higher than that imply that the imputed
values are generally outside the 3 sigma range, indicating poor performance.
i
d
m
P

imputation more difficult, especially for the dynamic process data as
the relation between the missed variables and observed variables within
the time period is unknown. Comparing the NRMSE values in Fig. 13,
PCA and PPCA-M were the only algorithms to have better performance
han MI.
18
Missingness type can be determined from the arrangement of miss-
ng values in the indication matrix. For example, the biomanufacturing
ataset used in this article seems to possess a combination of patterned
issingness and censoring. Based on the validation result, PPCA and
PCA-M would be recommended for filling in missing values in this



Computers and Chemical Engineering 180 (2024) 108448J. Rhyu et al.
Fig. 14. Evaluation of imputation algorithms in the patterned missingness case for the continuous biomanufacturing dataset. The bar and error bar indicates the mean and the
standard deviation, respectively, of the measured values in 50 simulations. The upper limit for the NRMSE graph in (a) was set to 3.0 as the values higher than that imply that
the imputed values are generally outside the 3 sigma range, indicating poor performance.
case. The following are the overall reports of each algorithm for five
missingness scenarios in the biomanufacturing dataset.

MI, which works as the reference method, has the shortest compu-
tation time as there is no further calculation for data imputation. While
MI has no imputed elements outside the boundaries, it typically results
19
in the largest number of imputed elements considered outliers as the
dynamics and the latent relations among variables are not considered
at all.

Alternating showed a smaller computation time by an order of 1–2
compared to PPCA-based methods. Alternating worked pretty well in
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MCAR and multi-rate cases, but there was at least one variable with an
average NRMSE larger than 3 in other missingness types, which implies
a poor imputation. It also has the largest number of imputed elements
outside the boundaries, which is probably due to failure to converge
before the maximum iteration number. SVDImpute had the lowest
computation time while maintaining a decent performance among PCA-
based methods. PCADA had the largest computation time among all
algorithms due to 𝐾 bootstrap resampling. Larger 𝐾 should be used
as the sample size increases to ensure the representativeness of the
bootstrap resampling sets, which will result in a longer computation
time.

While PPCA and PPCA-M algorithms showed similar NRMSE values
in all missingness scenarios, PPCA-M had roughly half of the com-
putation time as PPCA. These two algorithms showed the smallest
NRMSE in pH, especially in censoring and patterned cases. BPCA had a
shorter computation time than PPCA-M, which was around one order of
magnitude less. BPCA had a similar performance as PPCA and PPCA-M
in most missingness cases except for the censoring case.

SVT and ALM, which are the matrix completion methods, had the
smallest number of imputed elements outside the boundaries and those
considered outliers in every missingness scenario. ALM shows around
one order of magnitude smaller computation time than SVT.

5. Conclusion

The missing values in process data, which typically happen due to
several reasons such as sensor dropout, having variables being mea-
sured at different rates, and censoring, should be filled in for process
modeling, analysis, and control. However, the presence of outliers
inhibits capturing appropriate latent relationships among variables,
which might prevent accurate data imputation. To deal with this prob-
lem, a software that automatically detects outliers in an iterative way
and fills in missing values using various general-purpose algorithms was
proposed in this article. In Section 2, the methods for detecting outliers
using 𝑇 2 and 𝑄 statistic contributions and estimating missing values
using 9 algorithms (MI, Alternating, SVDImptue, PCADA, PPCA, PPCA-
M, BPCA, SVT, and ALM) were explained in detail. Each algorithm was
evaluated by three criteria which are in order of priority: feasibility,
plausibility, and rapidity. The demonstration of this software was per-
formed in Section 3. The validation of this software was performed in
Section 4 using the complete dataset, which is a subset of the given
dataset. Five types of missingness (MCAR, sensor drop-out, multi-rate,
censoring, and patterned) were added to the complete dataset using the
software introduced by Severson et al. (2017). Based on the NRMSE
values as well as the three criteria, SVT and ALM performed the best
in all missingness scenarios except for the censoring case where PPCA
and PPCA-M performed better. As the given biomanufacturing dataset
had a combination of patterned missingness and censoring based on
the indication matrix, PPCA and PPCA-M were recommended from the
software. The future plan for extending this study is to check whether
the software could be applied to non-time-series datasets and time-
series datasets with a number of measurement variables (𝑑) much larger
than the number of observations (𝑛).
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Appendix A. Confidence limit for outlier detection

The confidence limit plays an important role in determining whether
the value should be considered an outlier. In this article, 𝑇 2 and 𝑄
contributions are assumed to follow a normal distribution, and the
values higher than the threshold based on the confidence limit are
considered outliers. For example, indices marked as red in Fig. A.1b
imply that they have 𝑇 2 or 𝑄 contribution higher than 99.99th per-
centile in the normal distribution of column-wise 𝑇 2 or 𝑄 contributions.
Decreasing the confidence limit results in an increase in the chance
of exceeding the threshold (i.e., being caught as outliers). This trend
is demonstrated in Fig. A.1 where the number of detected outliers
increases to 0, 347, 422, and 527 as the confidence limit decreases to
1, 0.9999, 0.999, and 0.99. Fig. A.1a is an extreme case of completely
trusting the measurements so that there is no single outlier in the given
dataset.

Assuming a Gaussian distribution, setting the confidence limit to
1 − 1∕𝑛 would cause roughly one measurement in each variable to
be considered an outlier. In order to avoid false-positive in detecting
outliers, it is recommended to select the confidence limit in a more
conservative manner (i.e., value close to 1). In this article, the confi-

dence limit was set to 0.9999, which is higher than 1− 1∕293 ≈ 0.9966.

https://github.com/JinwookRhyu/Automated-Outlier-Detection-and-Estimation-of-Missing-Data
https://github.com/JinwookRhyu/Automated-Outlier-Detection-and-Estimation-of-Missing-Data
https://github.com/JinwookRhyu/Automated-Outlier-Detection-and-Estimation-of-Missing-Data
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Fig. A.1. Outlier detection results using different confidence limit values: (a) 1, (b) 0.9999, (c) 0.999, and (d) 0.99. Observed values, missing values, and detected outliers are
indicated in blue, light blue, and red, respectively. The number of detected outliers is 0, 347, 422, and 527, respectively.
The optimal confidence limit could be determined based on 𝑛 and
domain knowledge as different criteria may apply to outlier detection
in different process fields.

Appendix B. Threshold for the number of survived elements

In this section, different values of the threshold for determining
low-quality observations were tested to explore the tradeoff between
the quantity and the quality of a dataset. Fig. B.1 demonstrates the
results of row elimination with thresholds of (a) 1, (b) 3, (c) 5, and (d)
11, respectively. Setting a loose threshold for determining low-quality
observations ensures the quantity of a given dataset while there exists a
high proportion of outliers. For example, Fig. B.1a and Fig. B.1b show
that most observations around days 20–25 are not eliminated in Fig. 5,
which misleads the latent relationship among variables. On the other
hand, a tight threshold ensures the quality of a given dataset although
it also results in a larger data loss. In the extreme case where the
threshold is equal to the number of variables, only the observations
with the full measurement that do not contain any outliers will be
survived.

In this article, we set the threshold of row elimination as the number
of principal components of the preprocessed dataset. This criterion
ensures that the number of measured variables in every observation is
larger or equal to the number of principal components, which satisfies
the main objective of using PCA-based methods: reducing dimension-
ality. However, the optimal threshold for row elimination may be
determined using domain knowledge as the relationship between the
quality and the quantity may depend on the type of process system.
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Appendix C. Temporary imputation using mean imputation and
last observed values

See Fig. C.1.

Appendix D. Results at each missingness scenario using each al-
gorithm

D.1. Missing completely at random (MCAR)

See Fig. D.1.

D.2. Sensor drop-out

See Fig. D.2.

D.3. Multi-rate missingness

See Fig. D.3.

D.4. Censoring

See Fig. D.4.

D.5. Patterned missingness

See Fig. D.5.
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Fig. B.1. Results of row elimination with different thresholds for the number of survived elements: (a) 1, (b) 3, (c) 5, and (d) 11. Observed values, missing values, detected
outliers, and removed rows are indicated in blue, light blue, red, and black, respectively. The threshold of 𝑇 2 and 𝑄 contributions for outlier detection was set to 0.9999 and the
interpolation was used for the temporary imputation method. The number of removed rows is 1, 9, 25, and 33, respectively.

Fig. C.1. Demonstration of Step A-1 using (a) mean imputation and (c) last observed value. The final result of Step A after (b) 12 iterations of Step A-1 using mean imputation
and Step A-2, and (d) 11 iterations of Step A-1 using last observed value and Step A-2. Blue dots indicate the observed values, light blue dots indicate the temporarily imputed
values using interpolation, and red dots indicate the detected outliers.
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Fig. D.1. Data imputation results using 9 algorithms excluding ALS in the missing completely at random (MCAR) case.
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Fig. D.1. (continued).
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Fig. D.1. (continued).
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Fig. D.2. Data imputation results using 9 algorithms excluding ALS in the sensor drop-out case.
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Fig. D.2. (continued).
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Fig. D.2. (continued).
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Fig. D.3. Data imputation results using 9 algorithms excluding ALS in the multi-rate missingness case.
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Fig. D.3. (continued).
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Fig. D.3. (continued).



Computers and Chemical Engineering 180 (2024) 108448

32

J. Rhyu et al.

Fig. D.4. Data imputation results using 9 algorithms excluding ALS in the censoring case.
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Fig. D.4. (continued).
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Fig. D.4. (continued).
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Fig. D.5. Data imputation results using 9 algorithms excluding ALS in the patterned missingness case.
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Fig. D.5. (continued).
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Fig. D.5. (continued).
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Appendix E. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.compchemeng.2023.108448.
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